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Two possible mechanisms of the irreversible inhibition of HIV-1 protease by epoxide inhibitors are
investigated on an enzymatic model using ab initio (MP2) and density functional theory (DFT)
methods (B3LYP, MPW1K and M05-2X). The calculations predict the inhibition as a general
acid-catalyzed nucleophilic substitution reaction proceeding by a concerted SN2 mechanism with a
reaction barrier of ca. 15–21 kcal mol−1. The irreversible nature of the inhibition is characterized by a
large negative reaction energy of ca. −17–(−24) kcal mol−1. A mechanism with a direct proton transfer
from an aspartic acid residue of the active site onto the epoxide ring has been shown to be preferred
compared to one with the proton transfer from the acid catalyst facilitated by a bridging catalytic water
molecule. Based on the geometry of the transition state, structural data important for the design of
irreversible epoxide inhibitors of HIV-1 protease were defined. Here we also briefly discuss differences
between the epoxide ring-opening reaction in HIV-1 protease and epoxide hydrolase, and the accuracy
of the DFT method used.

Introduction

Human immunodeficiency virus 1 (HIV-1) retropepsin, more
commonly known as HIV-1 protease (HIV-1 PR) is an aspartic
peptidase essential in the proper assembly and maturation of
infectious virions.1 The biological activity of HIV-1 PR is to
separate ten asymmetric and nonhomologous sequences in the
Gag and Pol polyproteins.2–4 The HIV-1 PR dimer consists of
two identical, noncovalently associated subunits of 99 amino acid
residues, in which each monomer contributes one conserved Asp-
Thr-Gly triad to the pseudo-symmetric active site.5 The catalytic
mechanism of HIV-1 PR is consistent with a general acid–base
mechanism, in which the two active site aspartate residues (Asp25
and Asp25′) play an essential general acid–base role in activating
the water molecule that acts as a nucleophile and attacks the
carbonyl carbon of the scissile peptide bond.6 The pH–rate profile
of this enzyme implies that only one of the two active site
aspartic acids is unprotonated in the active pH range.7–10 Based
on X-ray crystallography,11 theoretical,12–14 kinetic and affinity
labeling studies,8,15 the catalytic mechanism has been established
as a stepwise addition–elimination substitution, which takes place
through an oxyanion tetrahedral intermediate during the rate-
determining elimination step.

Designing drugs for HIV infection is today one of the largest
collective efforts of the scientific community.16 Since HIV-1 PR
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is essential to viral maturation, it has become a logical target
for AIDS therapy.2,17,18 Although several inhibitors of HIV-1 PR
are already in use or in clinical trials as anti-HIV drugs,16 their
effectiveness is hampered by the emergence of drug-resistant
variants, many of which are widely cross-resistant.19–21

Calorimetric measurements22–24 of the binding thermodynamics
of several first- and second-generation inhibitors have shown
that their binding affinities are dominated by an extremely
large positive entropy of solvation (high hydrophobicity) and a
minimal loss of conformational entropy (rigidity of inhibitors)
that overcome their unfavorable or only slightly favorable binding
enthalpies. Therefore, one strategy for the development of a new
generation of HIV-1 PR inhibitors is to optimize their binding
affinities towards more favorable binding enthalpies (more flexible
inhibitors) during the initial stages of the design process.25,26

Another strategy for minimizing drug resistance is to develop
irreversible rather than reversible inhibitors of HIV-1 PR.27–37

Irreversible inhibitors are less sensitive to mutations because even
a low degree of active-site occupancy can lead in time to complete
inactivation of the protein. The catalytic aspartate residues are the
ideal target for such irreversible inhibitors, because their mutation
results in the complete loss of catalytic activity.38 Irreversible
inhibition of HIV-1 PR was first achieved with 1,2-epoxy-3-(p-
nitrophenoxy)propane (EPNP),7 a small epoxide molecule that is
a general irreversible inhibitor of aspartyl proteases (Fig. 1).39,40

Mass spectrometric analysis of the inactivated enzyme shows that
one molecule of EPNP is covalently bound to a catalytic aspartate
residue per HIV-1 PR dimer.27 EPNP is a nonspecific and relatively
weak irreversible inhibitor of HIV-1 PR, HIV-2 PR and simian
immunodeficiency virus protease (SIV PR) (K inact = 6.7–9.9 mM,
V inact = 48–60 × 10−3 min−1).35,41 In an effort to develop epoxide-
containing irreversible inhibitors with high potency, non-peptide27

and peptidomimetic inhibitors of HIV-1 PR containing a cis-
epoxide were designed, synthesized and kinetically characterized
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Fig. 1 Schematic structures of EPNP, non-peptide and peptidomimetic
inhibitors of HIV-1 PR.

(Fig. 1).28–30 However, in order to further improve their irreversible
potency, structural characterization of the transition states of their
inhibition reactions in a three dimensional structure of HIV-1 PR
will be required and quantum mechanical (QM) calculations can
be very helpful in shedding some light on these issues.

The mechanism of the irreversible inhibition of HIV-1 PR by
non-peptide epoxide inhibitors has been studied by Mavri42 on
small organic models using semi-empirical and QM methods. The
calculations suggest that the reaction is specific for the catalytic
aspartic acid residues, and for effective inhibition the participation
of both residues, one as a nucleophile and the other as a general
acid catalyst, is essential (Fig. 2). The general acid-catalyzed
mechanism was also proposed by theoretical studies on analogous
enzymatic reactions in epoxide hydrolases43–47 and the irreversible
inhibition of glycosidases.48 Detailed mechanistic and energetic
properties of the ring-opening reaction of simple epoxides by
oxygen, nitrogen and sulfur nucleophiles were investigated by
QM49–57 and semi-empirical methods.57,58 However, for the correct
modeling of such a reaction at the HIV-1 PR active site, much
larger models than the commonly used acetic acid–acetate moieties
are required.59,60 To describe electrostatic interactions and hydro-
gen bonds correctly, the modeling by QM calculations should take
into account the active-site residues Asp25 to Ala28.59

In this study, we modeled two possible mechanisms for the
irreversible inhibition of HIV-1 PR by epoxides, including in
calculations a large quantum cluster of the active site (Fig. 3). In
mechanism A, a general acid-catalyzed nucleophilic substitution
with a direct proton transfer from the catalytic aspartic acid
residue onto the epoxide ring is modeled (Fig. 2). The reaction
catalyzed by a proton transfer involving a bridging catalytic water

molecule is also investigated (mechanism B). Finally, based on the
geometry of the transition state, structural data important for the
design of irreversible epoxide inhibitors of HIV-1 PR were defined.
Here we also briefly discuss differences between the epoxide ring-
opening reaction in HIV-1 PR and epoxide hydrolase, and the
accuracy of the B3LYP method used.

Computational details

Methods

Calculations were performed using the Hartree–Fock method
(HF)61 with the Pople’s split valence double-f basis set62–64

augmented by polarization functions on all atoms except for
hydrogens [6-31G(d)], the second-order Møller–Plesset theory
(MP2),65–68 the local MP2 (LMP2),65,69,70 with two hybrid general-
ized gradient approximation (GGA) density functionals: Becke’s
three-parameter exchange functional with the Lee–Yang–Parr
correlation functional (B3LYP)71–73 and the Perdew–Wang ex-
change functional combined with the Perdew–Wang-1991 cor-
relation functional modified for kinetics (MPW1K),74–77 and
with the hybrid meta-GGA M05-2X functional78–80 with the 6-
31+G(d,p) basis set augmented by polarization functions on
all atoms and diffuse functions on all atoms except for hydro-
gens. The hybrid MP2/6-31+G(d,p):HF/6-31G(d) and B3LYP/6-
31+G(d,p):HF/6-31G(d) scan calculations were performed using
the Gaussian 03 program.81 The optimization, frequency and
single point calculations at the DFT and LMP2 levels were
performed with the Jaguar 7 program82 (for more details see the
Active-site model and Geometry optimization subsections). The
restricted formalism was used for all calculations (preliminary
calculations of TSA optimized at the unrestricted B3LYP level gave
identical geometry compared to the restricted B3LYP calculations.
The difference in UB3LYP and RB3LYP energies was ca. 0.09 kcal
mol−1).

Active-site model

Based on a crystal structure of HIV-1 PR co-crystallized with a
non-peptide inhibitor (PDB ID:1AID),83 an active site model was
built from residues located within a radius of ca. 7 Å from the
reaction center of an epoxide inhibitor (Fig. 3). As was mentioned
above,59 the active-site residues from Asp25 to Ala28 should be
taken into account for correct modeling of the electrostatic inter-
actions and hydrogen bonds in the active site, and the reactivity
and acidic properties of the catalytic nucleophile and acid. The
model consisting of a hexapeptide dimer with terminal acetyl (Ace)
and N-methylamino groups (Nme) (Ace-Asp25-Thr26-Gly27-
Ala28-Nme and Ace-Asp25′-Thr26′-Gly27′-Ala28′-Nme), an in-
hibitor (oxirane) and a catalytic water molecule, was divided into
two QM layers (QM1:QM2) using the ONIOM method.84–86 The
oxirane, water molecule and side chains of the Asp25 and Asp25′

catalytic residues were treated at the QM1 level and the rest of the
enzymatic model at the QM2 level. Consequently for reaction path
calculations, two ONIOM schemes, QM1[MP2/6-31+G(d,p)]:
QM2[HF/6-31G(d)] and QM1[B3LYP/6-31+G(d,p)]:QM2[HF/
6-31G(d)], were calculated for the above-mentioned mechanisms A
and B using the Gaussian 03 program.81 In all, the quantum cluster
comprised of 118 atoms [QM1(20 atoms) + QM2(98 atoms)]
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Fig. 2 Schematic mechanisms of the catalytic proteolysis of a native substrate and the irreversible inhibition by an epoxide inhibitor.

for the mechanism A and 121 atoms [QM1(23 atoms) +
QM2(98 atoms)] for the mechanism B.

Geometry optimization

During geometry optimization, some degrees of freedom were
constrained to maintain a reasonable approximation to the active
site geometry of the HIV-1 protease. The four terminal carbons of
the Ace and Nme residues were fixed according to the crystal
structure.83 In mapping the potential energy surface (PES) of
the reaction, a scan procedure on the two ONIOM schemes was
performed along an O3–C5 reaction coordinate (the O3 oxygen
of the carboxylate side chain of Asp25 and the C5 carbon of
the oxirane, see atom numbering in Fig. 3) stepped by 0.1 Å
with remaining coordinates optimized, subject to the above-
mentioned constraints. Then, the geometries of all minima on
the PES were fully optimized with no constraints on the O3–
C5 distance by means of the Berny algorithm using redundant
internal coordinates.87 Preliminary structures of the transition
states were refined by an additional scan procedure stepped by
0.01 Å.

For the mechanism A (which has been shown to be the preferable
one) full optimizations of an initial complex, transition state and
covalent enzyme–inhibitor intermediate were performed at the
B3LYP/6-31+G(d,p) level using the geometries from the ONIOM

scan calculations. All stationary points were characterized as either
minima or transition states by vibrational frequency calculations.
The transition state TSA was verified as having one large
imaginary frequency (ca. i605.6 cm−1). Fixing some atoms in their
crystallographically observed positions gives rise to a few small
negative imaginary frequencies for the optimized structures. These
are, however, very small, in the order of −10 to −60 cm−1, and do
not affect the obtained results. Thermodynamic quantities were
calculated at 298 K and 101.325 kPa using standard rigid-rotor
and harmonic oscillator partition function expressions. Zero-point
corrections and thermal corrections to enthalpy and Gibbs free
energies were calculated from unscaled frequencies obtained at
the same level as the geometry optimizations. Solvent effects
(aqueous solution, e = 80.4, probe radius 1.4) were estimated by
single-point calculations using Jaguar’s Poisson–Boltzmann self-
consistent reaction field model (PB-SCRF)88–90 at the B3LYP/6-
31+G(d,p) level. The effective local dielectric constant in the
enzyme may vary strongly depending on the local environment.
A dielectric constant of 80 would be equivalent to a completely
solvent exposed site. Thus, by calculating free energy differences
both in the gas phase (e = 1.0) and in aqueous solution the two
extrema in solvent effects are represented.

In addition, the accuracy of the B3LYP energies was tested by
single point calculations at the MPW1K/6-31+G(d,p)//B3LYP/
6-31+G(d,p), M05-2X/6-31+G(d,p)//B3LYP/6-31+G(d,p) and

This journal is © The Royal Society of Chemistry 2008 Org. Biomol. Chem., 2008, 6, 359–365 | 361



Fig. 3 An active-site model with oxirane and the catalytic site visualized
by ball & stick (hydrogen atoms are omitted for the sake of clarity) in a
3D structure of HIV-1 PR (above), and the numbering of selected atoms
of the calculation cluster (below).

LMP2/6-31+G(d,p)//B3LYP/6-31+G(d,p) levels using the
Jaguar 7 program,82 where thermal and solvent corrections were
added from the above-mentioned B3LYP and PB-SCRF-B3LYP
calculations.

Results and discussion

From scan calculations at the ONIOM[MP2/6-31+G(d,p):HF/6-
31G(d)] and ONIOM[B3LYP/6-31+G(d,p):HF/6-31G(d)] levels
preliminary structures of transition states TSA and TSB, and their
activation energies were calculated (Fig. 4). As summarized in
Table 1 the activation energy of mechanism A is ca. 4–7 kcal
mol−1 lower compared to that of mechanism B. Consequently,
mechanism B was not considered further, and full geometry
refinements of stationary points at the B3LYP/6-31+G(d,p) level
were only performed on the structures of mechanism A.

Fig. 4 Energy profiles (in kcal mol−1) of mechanisms A and B calculated
at the ONIOM[B3LYP/6-31+G(d,p):HF/6-31G(d)] level from the scan
procedure stepped by 0.01 Å.

The transition state TSA of an attack by the nucleophile (the
O3 oxygen of the ionized Asp25 residue) on the C5 carbon of
the oxirane was localized at a distance d(O3–C5) = 2.17 Å. As
shown in Fig. 5, in the transition state the oxirane ring is partially
opened [d(C5–O7) = 1.77 Å] with the O7 leaving oxygen partially
protonated by the other catalytic aspartate residue (protonated
Asp25′) [d(O7–H8) = 1.18 Å and d(H8–O9) = 1.24 Å]. The
TSA was verified by a vibrational frequency calculation with one
large imaginary frequency (mi = i605.6 cm−1) belonging to the
breaking–forming of bonds (O3–C5, C5–O7, O7–H8, H8–O9).
The minimization calculations starting from TSA resulted in a
starting complex 1A and a covalent intermediate 2A (Cartesian
coordinates of all the stationary points are available in the ESI†).

Table 1 Relative energies (DE0) including ZPE corrections (DE) and Gibbs free energies (DG) of minima and transition states of mechanisms A and B
in the gas phase and in aqueous solution (DGaq) in kcal mol−1 (for total energies, see ESI†)

DE0
a DE0

b DEc DGc DGaq
c DGaq

d DGaq
e DGaq

f

1A 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
TSA 11.4 9.4 9.0 12.5 15.0 17.9 14.2 21.4
2A −25.6 −25.4 −26.6 −21.7 −18.2 −21.3 −23.9 17.0
1B 0.0 0.0
TSB 17.9 13.3
2B −23.0 −23.2

a QM1[MP2/6-31+G(d,p)]:QM2[HF/6-31G(d)]. b QM1[B3LYP/6-31+G(d,p)]:QM2[HF/6-31G(d)]. c B3LYP/6-31+G(d,p)//B3LYP/6-31+G(d,p).
d MPW1K/6-31+G(d,p)//B3LYP/6-31+G(d,p). e M05-2X/6-31+G(d,p)//B3LYP/6-31+G(d,p). f LMP2/6-31+G(d,p)//B3LYP/6-31+G(d,p).
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Fig. 5 B3LYP optimized transition state TSA with selected distances
(in Å). Some hydrogen atoms are omitted for the sake of clarity.

The reaction path 1A → TSA → 2A is predicted as a general
acid-catalyzed nucleophilic substitution proceeding by the SN2
mechanism, in which addition of the nucleophile, elimination of
the leaving group (fission of the oxirane ring) and proton transfer
from the acid catalyst take place in a concerted manner. The
activation barrier of the inhibition reaction (DG‡) ranges from
12.5 (gas phase, B3LYP) to 15.0 kcal mol−1 (aqueous solution, PB-
B3LYP) (Fig. 6 and Table 1). It is known that the B3LYP method
tends to underestimate reaction barrier heights and has a mean
unsigned error (MUE) of ca. 3–5 kcal mol−1.74,75,77–79,91 Therefore,
we compared the accuracy of the B3LYP results with those ob-
tained by the MPW1K, M05-2X and MP2 methods. The MPW1K
functional was developed for accurate prediction of the thermo-
chemical kinetics with a MUE of ca. 1.5 kcal mol−1.74,75 The
recently developed M05-2X functional provides calculations with
similar accuracy (MUE of 1.9 kcal mol−1) 79 and was recommended
for epoxide structures by Zhao and Truhlar.92 The M05-2X
functional gave for our inhibition reaction a similar activation
barrier of 14.2 kcal mol−1, and MPW1K and LMP2 results were
3–5 kcal mol−1 higher compared to the B3LYP method. The
calculated barriers are quantitatively in reasonable agreement
with experimentally available inhibition rates of epoxide inhibitors

Fig. 6 Energy profiles (in kcal mol−1) of mechanism A calculated in the
gas phase [B3LYP/6-31+G(d,p)//B3LYP/6-31+G(d,p)] and in aqueous
solution [PB-B3LYP/6-31+G(d,p)//B3LYP/6-31+G(d,p)].

(V i = 10−1–10−3 s−1, corresponding to activation barriers of ca. 15–
20 kcal mol−1).27–29,31,35,39–41 The irreversible nature of the inhibition
is demonstrated by the large negative value of the reaction energy
of ca. −17–(−24) kcal mol−1. The reaction step of the irreversible
inhibition of HIV-1 PR by epoxides is analogous to the first
catalytic step of epoxide hydrolases. We compared our reaction
profile with that of a ring-opening reaction of a trans-substituted
epoxide catalyzed by soluble epoxide hydrolase (EH) calculated
by Hopmann and Himo.44,45 The B3LYP activation barrier of ca.
8 kcal mol−1 for EH is similar to that for HIV-1 PR, but the reaction
energies are significantly more negative for HIV-1 PR (−8 kcal
mol−1 in EH versus −18 kcal mol−1 in HIV-1 PR). This explains
why HIV-1 PR can bind the epoxide inhibitors in an irreversible
manner. In EH two tyrosines play the role of the catalytic acid.
They are, in general, weaker acids (pKa ca. 10.0) compared with
the Asp residues (pKa ca. 4.0). The strength of the catalytic acid
also influences mechanistic aspects of the reaction. While in HIV-1
PR the ring-opening and proton transfer reactions take place in a
concerted manner, in EH the reaction steps proceed by a stepwise
mechanism.

The water molecule, which plays a vital role in the proteolytic
reaction catalyzed by HIV-1 PR (Fig. 2), has been shown to be not
crucial for irreversible epoxide inhibition. The mechanism B, in
which the oxirane-ring fission was facilitated by the acid catalyst
(Asp25′) through a water bridge, is energetically less preferable.
The most feasible inhibition is carried out with the direct
participation of the acidic catalyst. Due to the specific position
of the catalytic aspartic dyad of HIV-1 PR, they can work as
cooperative nucleophile–acid machinery for fission of the epoxide
ring of the inhibitors. It should be emphasized that the carboxy-
late ion is a weak nucleophile, and the assistance of the other
Asp residue, as a general acid catalyst, is essential for the
irreversible epoxide inhibition.42,48 As was demonstrated by DFT
calculations,42,44,47,48 the ring opening of epoxides has a significantly
high activation barrier of ca. 15–25 kcal mol−1 without involving
the catalytic acid in the reaction system. Thus for efficient reaction,
the epoxide ring must fit a specific binding position in the active
site of HIV-1 PR, which can be characterized by the geometric
parameters of the transition state TSA defined in Tables 2 and
3. A detailed structural analysis of TSA (Fig. 5) reveals that only
mono substituted and cis-1,2-disubstituted epoxides are preferable
configurations. The trans or 1,1-disubstituted configurations of
the epoxide ring would hinder the proper orientation of the ring
necessary for the proton transfer from Asp25′ onto the ring oxygen
of the inhibitor. This is in agreement with observations that only

Table 2 Selected geometric parameters of the minima and the transition
state optimized at the B3LYP/6-31+G(d,p) and M05-2X/6-31+G(d,p)
(values in brackets) levels: the distances (d) in Å, valence angles (g), and
torsion angles (φ) in degrees (for other data, see 3D structures in ESI†)

1A TSA 2A

d(O3–C5) 3.06 2.17 (2.11) 1.47
d(C5–O7) 1.47 1.77 (1.78) 2.41
d(O7–H8) 1.58 1.18 (1.10) 0.99
d(H8–O9) 1.02 1.24 (1.35) 1.75
g(C2–O3–C5) 96.7 111.9 (111.2) 119.1
g(O3–C5–C6) 110.0 105.8 (108.6) 108.0
φ(C1–C2–O3–C5) −140.8 −165.3 (−169.6) −179.3
φ(C2–O3–C5–C6) 77.8 129.9 (133.0) 137.5
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Table 3 Selected structural parameters—interatomic distances (in Å) and
angles (in degrees) among noncovalently associated atoms—in the TSA
transition state optimized by the B3LYP and M05-2X methods (for other
data, see 3D structures in ESI†)

B3LYP M05-2X

d(Ca–C5) 5.24 5.34
d(Ca–C6) 5.90 6.28
d(Ca′–O7) 5.83 5.70
d(Ca′–C5) 6.07 5.72
φ(Ca–C1–C5–C6) 81.6 103.5
φ(Ca–C1–C5–O7) 39.7 45.9
φ(Ca′–C12–O7–C5) 22.3 2.2
φ(Ca′–C12–O7–C6) −31.2 −50.1

compounds with the cis configuration of the epoxide ring are
potent irreversible inhibitors of HIV-1 PR.27–31

Recently it was demonstrated that the B3LYP functional can
correctly describe the geometries of simple epoxide oxonium
ions93 except for asymmetrically substituted derivatives.94 Zhao
and Truhlar recommend using a new functional M05-2X, which
gives the right bond length for the problematic C–O bond of the
protonated epoxide ring.92 To verify the accuracy of the B3LYP
geometry of the transition state, we re-calculated TSA at the
M05-2X/6-31+G(d,p) level. As can be seen in Table 2 (values
in brackets), the new optimized geometry is close to that of
B3LYP with a difference of 0.01 Å for the C–O bond. However,
some discrepancies can be seen in the torsion angles among
noncovalently associated atoms of the cluster (Table 3), where
B3LYP and M05-2X values differ by ca. 20◦. In addition, we
also compared our geometry of the transition state with those
calculated for epoxide ring opening by HIV-1 PR42 and other
enzymatic systems such as EH44–46 and glycosylhydrolases.48 Again,
we found good agreement in the bond lengths for the breaking–
forming bonds [differences for d(O3–C5) of ca. 0.07 Å and d(C5–
O7) of ca. 0.09 Å].

Conclusion

We investigated at the quantum chemical level the structural
and energetic properties of the reaction between the active-site
cluster of HIV-1 PR and oxirane as a model for the irreversible
inhibition of the enzyme by epoxide inhibitors. The main goal
was to understand the irreversible nature of the reaction and
define a geometry of the transition state. The methods predict the
inhibition as occurring by a general acid-catalyzed nucleophilic
substitution reaction proceeding by a concerted SN2 mechanism.
The one ionized Asp residue acts as a nucleophile attacking the
electrophilic carbon at the oxirane ring and the other protonated
Asp residue plays the role of a general acid catalyst facilitating
the ring fission of the inhibitor by transferring a proton onto
the oxygen of the oxirane ring. Mechanism A, with direct proton
transfer from the acid catalyst to the inhibitor, is predicted as the
most feasible process with an activation barrier of ca. 15–21 kcal
mol−1. The irreversible nature of the inhibition is demonstrated
by the large negative value of the reaction energy of ca. −17–
(−24) kcal mol−1. The main difference between the irreversible
epoxide ring opening in HIV-1 PR and the reversible opening in
EH is in the strength of the assisting catalytic acid (Asp versus

Tyr) and in the way the proton transfer occurs (concerted versus
stepwise mechanism).

From a detailed 3D analysis of the transition state, inhibitors
with mono substituted and cis-1,2-disubstituted epoxide rings are
preferable for a covalent interaction with the aspartic dyad of
HIV-1 PR. A potent inhibitor should bind into the active site at a
position which allows the oxygen of the epoxide ring to be easily
protonated by the active-site aspartic acid [U(Ca′–C12–O7–C5) =
10◦ ± 10 and U(Ca′–C12–O7–C6) = −40◦ ± 10].
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